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| 내러티브 아크 기반 5단계 분할을 통한 《홍길동전》 텍스트 형태소 및 감정선 분석 |
|  |
| 금동환  국민대학교 소프트웨어융합대학원  e-mail: dhkeum9886@gmail.com |
|  |
| Morphological and Sentiment Analysis of  《The Story of Hong Gildong》  Text via a Five-Stage Narrative Arc Division |
|  |
| Donghwan Keum  Kookmin University |
|  |
| 요  약  《홍길동전》(경판 24장본) [1]을 내러티브 아크(탄생–고조–전환–하강–귀환)의 5단계로 분할한 뒤, klt2023[2] 형태소 분석기를 이용해 명사 어휘를 추출하고, *465-EmoNouns\_KcBERT* 감정사전을 매핑하여 단계별·전체 감정 분포를 계산했다.  주요 결과는 ①슬픔–분노가 서사 전반의 축을 형성하며, ② 서사의 중반(4단계)에서 분노와 기쁨이 역전(angry-cathartic shift)되고, ③ 귀환 단계에서 슬픔이 재상승하지만 분노가 잔존하는 정략적 지표를 확인했다. 본 연구는 고전소설 정서학적 독해에 감정 어휘 벡터를 적용한 방법론을 제안한다. |
|  |

**1. 서론**

조선 후기 작자미상의 영웅소설 《홍길동전》은 신분제 모순을 고발하고 의적의 영웅담을 제시한다. 기존 연구가 주로 주제·인물·신분제 담론에 집중했다면, 본 연구는 텍스트 내 감정선을 정량화해 서사 구조와 정서 변화를 연계한다. 내러티브 아크 모델은 고전 서사의 상승–위기–해결 구조를 파악하는 데 적합하다.

**2. 데이터 및 방법론**

연구 목적으로 경판 24장본 텍스트 전체를 UTF-8로 정규화하여, 내러티브 아크 기법을 기반으로 5단계(1. 발단 2. 상승 3. 위기 4. 절정 5.하강)로 전문을 분할한다

각 단계의 분할에 대해서는

1. 길동의 탄생과 신분에 대한 인식
2. 형제들 간의 불평등과, 관직 진출의 좌절
3. 공직 생활과 부조리한 명령
4. 출가 및 의적 집단 결정, 자신만의 정의 실현
5. 호국 활동. 관직 제수 후 귀환

의 5단계로 나눈 후 별도의 txt 파일로 분할하여 단계 별 분석이 가능하도록 했다.

klt2023 분석기를 사용하여 단계 별 txt 파일의 명사를 추출하여 추출된 명사와 감정을 *465-EmoNouns\_KcBERT* 기반으로 정합되면 명사만을 1:1로 맵핑한다.

맵핑된 데이터를 collections 를 통해 정렬하여 matplotlib 을 이용해 시각화 한다.

표 1. 진행 절차 요약

|  |  |
| --- | --- |
| **절차** | **상세** |
| 데이터 준비 | 《홍길동전》(경판 24장본)을 를 ①탄생·소외, ②갈등 고조, ③공직 갈등, ④적, ⑤귀환 단계로 분할 |
| 형태소 분석 | Konlp.klt2023분석기 사용. 명사만 추출. |
| 감정 맵핑 | *465-EmoNouns\_KcBERT* 사전의 8대 기본 감정(기쁨·슬픔·분노·사랑·놀람·불안·혐오·희망)에 정합되는 명사만 채택. 신뢰도는 고려 하지 않음. |
| 정량 지표 계산 | 단계별 감정 빈도, 전체 빈도 대비 상대비율을 데이터화.  Python + collections  + matplotlib  을 통해 수행 및 시각화 |

이상의 절차를 통해 단계별 감정선 데이터를 구축하고, 감정선 분석을 진행하였다.

**3. 내러티브 단계별 감정 분석 결과**

TBD

표 2.

탄생–고조–전환–하강–귀환

**3.1. 1단계 : 탄생**

**3.2. 2단계 : 고조**

**3.3. 3단계 : 전환**

**3.4. 4단계 : 하강**

**3.5. 5단계 : 귀환**

**4. 통합 감정선 및 추세**

**5. 논의**

**4. 결론**
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